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A cyclone hit Myanmar and earth quaked in China

Thousands of fellow living-beings were dead

Millions injured. Many orphaned. Many more became homeless.

While, government machinery is engaged in managing the crisis,

Human intelligence reinforces its struggle to find ways to handle such disasters.
And experts once again dwell on nitty-gritty of disaster management.

What about those for whom life ended that very moment.

Also, with them for whom life has changed forever, thereafter.

With their sorrow,agony and grief.

Life moves on.

Bal Krishna, Editor
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Acentral issue in designing complex
networked systems for critical

applicative domains is the possibility
of keeping each node of the network
synchronized with respect to a given
system time scale. The problem is even
more critical when the synchronization
accuracy determines directly the
performances of the whole system. In
this paper a distributed synchronization
infrastructure is proposed providing:
* high accuracy synchronization
performances (nano and pico seconds)
» flexible and scalable service
topology (up to global scale)
 ease of integration in pre-
existent infrastructures
» ease of customization, both at user
level and at system level, in terms
of performances and security

Introduction

High performance synchronization

is a fundamental feature in many

applicative domains, in particular

it may be directly bounded to:

» Positioning, localization and
range based applications

» Complex monitoring and
control systems spanning
wide inter-node baselines

+ Financial transactions

 Distributed

aims to be the sole solution for every
application type which needs an high-
accurate synchronization covering all
levels of performance and coverage
requirements with the added value

of the ease of integration also in pre-
existent infrastructures and systems.

Therefore, SynchroNet is able to
cover, with a complete, flexible

and high-performance product, the
synchronization needs of a wide range
market for any application domain.

GNSS Based Synchronization

In metrology, the synchronization of two
clocks is the process required to determine
the relative behavior of one clock with
respect to the other. In particular clock
synchronization can be defined as the
process required to compute at least two
parameters: time offset and time drift.

Time offset is the relative, instantaneous,
difference between the two time scales

(i.e. the phase offset) divergence trend of
the two clocks (i.e. the frequency offset).

It should be noted that, if the relative
behavior of the two clocks is known, they
can be considered synchronized even if
no physical adjustment is carried out.

production lines

« Power distribution lines

» Environmental monitoring
systems for SoL and civil
protection applications
and, in general, to
every, heavily loaded,
time-tagging based
distributed system.

SynchroNet is an innovative A
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system, patented by Thales
Alenia Space ltalia, that

Figure 1: CommonView Process and CommonView method




“common view” from the
observation points of the
two sites to synchronize.

Synchronet Overview

SynchroNet is a distributed
approach to synchronization with
centralised monitoring and control
facilities (see Figure 2).

A schematic
representation of
this method and the
related process is
given in Figure 1.

To provide a synchronization system
that deals with all issues described in
the previous paragraph, SynchroNet
implements a networked infrastructure
around the core time transfer algorithms
and distributes the synchronization
process over a hierarchic network
with hierarchic network nodes roles.
This approach allows to distribute and
keep balanced the processing load and
limits the propagation of failures.

The CommonView
method is very simple in
its theoretical formulation
but requires that a number
of issues are carefully
assessed and resolved.

Figure 2: SynchroNet High Level Architecture
From the sketch above,

While synchronizing two co-located can be identified at least two such issues:

clocks could be as easy as measuring » Delays compensation In the SynchroNet system three
1PPS offsets over time by mean of an » Data exchange kinds of nodes are present:
accurate Time Interval Counter (TIC), » The Control Centre
synchronizing several kilometers Delays to be compensated are mainly * The MRT’s

away clocks with nanosecond due to the propagation in the atmosphere * The SyN’s

accuracy and precision performances
could be much more difficult.

(i.e. lonosphere and Troposphere). For
each segment a delay factor is computed
using mathematical models. The residuals
of delay corrections are among the
limiting factors for the CommonView
synchronization performances.

Figure 3 provide an overview of
the SynchroNet network topology
To solve this problem GNSS based involving each kind of node.
techniques have been preferred over other
methods for many reasons, among which:
 availability of the GNSS

navigation signals
» performances
 diagnostic information about

GNSS system health

The Control Centre provides centralised
monitoring of each node of the network
in terms of equipment health status,
connection link and security and
synchronization performances. The

CC is also responsible for network

While Delays affect only the
synchronization computation, Data
Exchange affects, also, other aspects that
system designers have to take into account:

» Data acquisition process methodology

management allowing the supervisor to

GNSS based synchronization could be » Data types and formats change the network topology (add a new
carried out by mean of the CommonView * Data and Identity Spoofing node, remove a node, assign a node to a

technique which exploits navigation + Data preprocessing and different MRT) and reconfigure per node
signals broadcasted by GNSS SVs (Space quality assessment or network-wide parameters (acquisition
Vehicles) which are in a condition of * HW equipment status monitoring periods, performances thresholds, etc)
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Figure 3: SynchroNet network topology

Figure 4: Preliminary analysis tool for optimal baseline determination
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and protocols; this
means that a single
node deployment may
span many physical/
virtual machines.

Each sub module

is well defined in
terms of pre and

post conditions and
follows the principle
of OOD (Object
oriented Design)
providing information
hiding and interface
based asynchronous

Figure 5: Number of satellites in common view for different baselines

MRTs are the distributed time references
and form the hierarchic synchronization
backbone of the system. Each MRT
computes synchronization of the allocated
SyNs and receives the synchronization
parameters from higher level MRTs.

SyNs are the leaves of the graph
representing the SynchroNet network;
they collect GNSS observables and

send them to the controlling MRT

which, in turn, computes and returns

the synchronization parameters and the
performance status information. The SyNs
are, computationally, passive elements

for what concerns synchronization.

SynchroNet is characterized, at each
level, by a strong modularity of its
components also at node level.

Each SynchroNet node can be seen as

a functional logical entity composed by
many sub modules interacting with each
other by mean of well defined interfaces

and concurrent
access to the
implemented service.

Inter-nodes data exchange is guarded
by Networking Module which applies
a second, packet level, encryption
and crypto signature to the outbound
data before routing information
through the SynchroNet VPN.

Additionally, each node provides

synchronization interfaces by exporting

synchronization products in many

different ways, for example:

» Exporting files describing computed
clock models and integrity statistics

» Outputting corrected PPS and 10MHz
signals by mean of a pico-stepper

These products are exposed through
standard interfaces (i.e. standard analog
frequency and PPS signals, filesystem
objects or TCP/IP based connections);
this approach is consistent with the
modular nature of the system and allows
SynchroNet to be regarded as an higher

o

O

Figure 6: LCVTT technique
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level service providing black box,
entirely defined by its interfaces. This
design allows the easiest integration of
SynchroNet in pre-existent infrastructures
and permits effective maintenance cycles.

Synchronet Distributed
Synchronization

The choice to design a distributed

commonview based synchronization

system has been driven by the

following considerations:

» Algorithmic efficiency

» Synchronization performances

» System and service scalability

» System and service robustness

* Nodes hardware costs and
upgrades scheduling

In particular one of the main design

goals was to have a system that could

be able to scale to an arbitrary service
coverage area without requiring recurrent
upgrades due to the increased load of
servers and network equipment and that
could cope with some limitations of the
CommonView and Linked CommonView
synchronization techniques.

By running both short term and long
term performance analysis of Common
View algorithms exploiting the IGS
(International GNSS Service) network
was found that a minimum optimal
number of satellites in common view
is five. Again processing GPS almanac
data and cross correlating with IGS
stations network was found that a direct
Common View synchronization is
possible along maximum baselines of
6000Km (given the requirement of at
least five satellites in CommonView).

For longer baselines the LCVTT (Linked
Common View Time Transfer) approach
should be applied. A generalization of
the LCVTT technique is represented in
Figure 6 Synchronization between station
Aand C is carried out by computing

AT(A,C) = AT(A,B) - AT(B,C)

Where each AT is computed by mean
of the direct common view method
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Figure 7: SynchroNet distributed synchronization process

described earlier. This technique can be,
in theory, iterated for chains of arbitrary
length; in practice error propagation

due to satellite pseudorange correction
algorithms residuals (iono and tropo
factors), equipment noise, multipath, EMI
(electromagnetic interference) and other
sources of errors that cannot be fully
compensated by heuristics and models,
limit the length of synchronization chains
to which the LCVTT method can be
applied. The next step strategy in order to
extend GNSS based synchronization range,
is the MPLCVTT (Multi Path Linked
Common View Time Transfer) technique.
By mapping the stations taking part in
the synchronization process as nodes of a
dynamic graph G(V, E,T) where V is the
set of nodes (i.e. the observing stations),
E is set of tuples (r,s) where r, s belong

to V and T is a time interval ( T=(t1, t2)

). For each observation interval T, (r, S)
belongs to E iff between a and b there are
satellites in common view during the given

time frame (common
view gaps tolerance
in observations is a
parameter that should
be assessed taking
into account the
interval length, the
sampling interval,
the gap length, etc).

The first improvement
given by wrapping
synchronization into a
dedicated homogenous
network is the ability
to distribute the
computational process.
Each node (which is

guaranteed to be, at nominal conditions,
not farther than 6000Km from its direct
reference station) sends collected GNSS
data to its reference node (MRT) and
receives back synchronization products
(clock model, synchronization noise,
synchronization propagation errors,
stability statistics and a summarizing
synchronization integrity indicator).

The synchronization loop is depicted in
Figure 7 for a three level depth network.

Each MRT is in charge of computing
the synchronization and the detailed
monitoring parameters only of lower
level SyNs and MRTs; furthermore
a status report is sent to the Control
Centre. This architecture allows a
higher level of customization both
of the network topology and of

the synchronization process.

Network, by mean of data meta-routing

-
~~
o

Figure 8: SynchroNet runtime fault recovery
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(implemented at the Data server module)
which allows information being routed
to multiple destination, may have, for
example, multiple Control Centers (a
Control hierarchy could be implemented
to face network growth just as paging
and indirect indexing methods works

for computers operating systems).

This flexibility allows a different approach
to Multi path Linked CommonView that
can be realized by sending observables
data to different, higher level MRTs. The
CC defines, when nodes join the network,
the path set for MPLCVTT by knowing
the detailed status of each node already in
the network and their performances; paths
can be recomputed when events happen:
nodes moved, added, removed, status
change (synchronization performances,
link, observables quality, ...).

SynchroNet, not only provides

a configurable and customizable
synchronization network but allows a
runtime automated or semi-automated
network reconfiguration capability.

In particular SynchroNet can take
automatic actions in case an MRT
goes down by reallocating the whole
branch under the failing node. An
example is given in Figure 8.

All the configuration steps are carried
out by the main Control Centre which
is, in general, the only authority able
to modify the network topology (add,
move, remove and fully configure

a node). In particular each node is
connected to the Control Center by a
dedicated VPN which is separated by
the network used for data exchange
between other network nodes.

Implementation and
Test Results

The main issue is the validation of
SynchroNet core synchronization
algorithms in their many components:
ionospheric and tropospheric

models implementation, code (i.e.
pseudorange: Code and Phase)

based CommonView, phase based
CommonView (L1 and L2), clock stability
characterization by mean of CV and
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comparison to direct synchronization
in lab (PPS biases analysis).

IGS was selected as a test bench for
algorithms validation thanks to the
wide set of products available allowing
a significant statistical analysis.

Hereafter are presented some
results of both validation test results
and of performance assessment

of SynchroNet algorithms.

SynchroNet is at its v1.0 verification
phase but its kernel is already running
as core service for the Galileo Test
Range (GTR), an advanced research
facility for the experimentation and
analysis of the Galileo Signal, for testing
and certification of user terminals and
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support services for the development

of application services. In the frame

of this project, SynchroNet is used for
synchronization of pseudo satellites
OCXO driven Rubidium clocks used for
ranging measurements with a requirement
of 5ns ( ~1.5m) 1o accuracy. In this
context the main reference time (MRTO)
is a free running Active Hydrogen

Maser atomic clock while Control center
features are customized and integrated in
the Control centre facility of the GTR.

Conclusions

SynchroNet is a GNSS based time
and frequency transfer System that
allows to exploit high accuracy

(nanoseconds and picosends level)

synchronization of accurate clocks
over large baselines by wrapping the
synchronization service in a robust
and flexible infrastructure providing
security and scalability features.

Through separated and successful
validation campaigns using 1IGS
network and in a full deployed
system (the GALILEO Test
Range), SynchroNet has proven its
customizability and performances.

Currently SynchroNet is going
through a further design and research
phase in order to consolidate and
expands its features at infrastructure
level to match critical systems
requirements in order to become a
high performance synchronization
solution for every applicative domain.
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The answer is yes and no
at this moment.

Why no?

Small and medium scale maps 1:50,000
up to 1:10,000 (possibly 1:5,000 in near
future) at most can be replaced by High
Resolution Satellite Imagery (HRSI),
though we need ground survey of many
objects which cannot interpreted from the
HRSI. | agree that the cost performance
to produce the smaller scale maps with
HRSI would be much higher as compared
with aerial photogrammetry if the cost

of HRSI is not much high. However, the
current commercial price of HRSI is about

two times higher than aerial photography
according to the survey in Europe. The
advantage of mapping with HRSI is

much simpler than aerial photogrammetry
and efficient in terms of mathematical
modeling and the coverage area.

Atrend of high frequent orbit such as
FORMOSAT with several repetitions in

a day would overcome the weakness of
optical sensors against cloud coverage. In
addition, high resolution SAR with 1m or
less such as TERRASAR X may bring a
breakthrough for real time mapping in the
environment and disaster management.

Why yes?

In Japan, aerial survey with airborne digital
cameras and airborene laser scanners is
drastically increasing to produce larger scale
maps with 1:2,500 and larger. DEM (digital
elevation model) with 0.5 or 1 meter grid is
being made from high resolution airborne
digital cameras and/or laser scanners, while
majority of grid size is 5m practically.

In those countries which are controlled

by military, aerial photography will be
operated only governmental survey/
mapping agency with conventional analog
aerial photogrammery with less budget
limiting about five year interval of updating
national maps. However non-military
countries such as Japan, can apply any high
technologies of airborne digital cameras,
laser scanners, unmanned airborne vehicle
(UAV) etc. for private and commercial
purpose. Aerial photography with high
resolution digital cameras is now operated
with more than 80 % overlap for along and
cross tracks, which can produce so called
“true ortho-image”. “Pictometry” with a
set of a vertical looking camera and four
oblique looking cameras is being operated
daily for a new market based on easily
understandable geospatial objects. UAV
will become a new tool to produce “bird’s
eye view” for a local area mapping or
monitoring. Particularly disaster monitoring
will be a good application in Japan as Japan
is a disaster prone country. In meeting

such demands, aerial photography with
various cameras and sensors is a “must”

as HRSI cannot solve those problems. I\
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I\ DISASTER MANAGEMENT

Role of photogrammetry
and Remote Sensing In

Wenchuan earthquake

Deren Li

Laboratory for
Information Engineering
in Surveying, Mapping

and Remote Sensing
Wuhan University
Wuhan, China drli@whu.edu.cn

AN earthquake, measured 8.0 on the
Richter scale, struck Wenchuan
County, Sichuan Province at 14:28 on
May 12, 2008. The epicenter was at
Yingxiu, a town in Wenchuan, as shown

in Figure 1. As indicated in Figure 1, the
middle segment of the Longmen Mountain
earthquake zone encloses the epicenter,
Yingxiu, with the Longmen Mountain zone
being part of the north-south earthquake
zone in China. According to records, there
have been 9 earthquakes larger than a
grade of 8 occurring in the north-south
earthquake zone from 1739, and 7 of

them were after 1897, when the greatest
one was at Haiyun in 1920 and at Chayu
in 1950, both of them measured 8.5.

In Wenchuan earthquake, the worst hit
areas include Beichuan and Qingchuan,
with the earthquake intensity measured
at 11, with the maximum being 12 by the
Chinese seismic survey standards. By
12:00 pm on June 14, 2008, the death
toll read 69,170,
with 374,159

Before the'earthquake

i AaFE AN

-k

people injured, 17,428 people missing,
and a population of 48,270,000 severely
affected by this huge disaster. Figure 2
shows the beauty of Beichuan before
the earthquake against the destruction
and devastation after the earthquake.

Under the leadership and organization

of the Chinese government and Premier
Wen Jiabao, and with the support of many
countries and people around the world,
the Chinese people braved against the
devastating earthquake, and carried out
timely and active disaster relief work.
Photogrammetry and remote sensing, as
high-tech, has played an important role

in the fight against this natural disaster.

In Phase I, rescue of people buried under
the rubbles was the main goal. High-
resolution aerial and satellite imagery
were used to locate buildings collapsed in
the worst hit areas so that rescuers were
dispatched. In Phase Il, prevention of and

Figure 1. The Wenchuan earthquake in context
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Figure 2. Pictures showing Beichuan before and after the earthquake.



Figure 3. Aerial photography own with
ADS40 (GSD: 0.3 m) showing what was
left of Yingxiu Town in Wenchuan after
the earthquake on May 15, 2008.

preparedness for secondary disasters, i.e.,
landslides and mudslides, especially, those
in and around the quake lakes or barrier
lakes that are formed when a landslide
plugs a river, top the agenda. Air-borne
and space-borne optical imagery and radar
data are required for identifying, assessing,
and decision-making regarding locations
prone to such secondary disasters. Phase
111 is concerned with disaster assessment
and reconstruction. It is then necessary

to undertake topographic mapping at
1:10,000 scale in the region with an

areal extent of 120,000 km2 based on

the technique of aerial photogrammetric
survey without ground control points,
generating information products, such as

Figure 4. The image acquired by Cosmo (at a resolution of 1

m) indicating the locations (white segments) where buildings
are likely collapsed after the earthquake; up to 14.8% of the
areas were suspected to be results of collapsed buildings.

Figure 5. The change of river water ways due to the forming of quake lakes in Tangjiashan,

as indicated by white regions generated by comparing SPOT5 (10 m resolution) images
taken before (November 10, 2006) and after (May 16, 2008) the earthquake.

TINIENTEY +

Figure 6. The DEM of the quake lake in Tangjiashan, Mianyang city, Sichuan Province,

one of the area worst affected by Wenchuan earthquake, which was generated based

on ALS50 Il air-borne LiDAR data with a sampling interval of 2 m,

ight date, May

31, 2008, by the State Bureau of Surveying and Mapping, Wuhan University, and
Wuda Geo Information Company (the barrier dam is shown with a inset picture)

DEMs, DOQs, and DLGs. Topographic
mapping in urban areas is performed at a
larger scale of 1:2,000.
These will better serve
the people in the disaster
areas so that they can
outline reconstruction

of their homes.

In the struggle against
the destructive quake

in Sichuan, Chinese
photogrammetry

and remote sensing
professionals have, with
supports from colleagues
around the world, made
various contributions

as follows. For Phase

I, rapid surveys and assessment of the
disasters are important, as shown by
Figures 3 and 4, with the former being
aerial photography flown with ADS40
(GSD: 0.3 m) showing what was left of
Yingxiu Town in Wenchuan after the
earthquake on May 15, 2008, the latter
being an image acquired by Cosmo (at a
resolution of 1 m) indicating the locations
(white segments) where buildings are
likely collapsed after the earthquake; up
to 14.8% of the areas were suspected

to be results of collapsed buildings.

Phase Il was marked by the prevention of
and preparedness for secondary disasters,
i.e., landslides and mudslides, especially,
those in and around the quake lakes or
barrier lakes. Figure 5 clearly highlights

Boordlnates July 2008 | 15




Figure 7. The boundaries of rivers in the quake lakes, Tangjiashan, Mianyang

city, Sichuan Province, as indicated by the green lines against the background

Radarsat imagery at a resolution of 7 m, acquired on May 17, 2008.

the change of river water ways due to the
forming of quake lakes in Tangjiashan,
as indicated by white regions generated
by comparing SPOT5 (10 m resolution)
images taken before (November 10,
2006) and after (May 16, 2008) the
earthquake. Figure 6 shows the DEM of
the quake lake in Tangjiashan, Mianyang
city, Sichuan Province, one of the area
worst affected by Wenchuan earthquake,
which was generated based on ALS50 11
air-borne LiDAR data with a sampling
interval of 2 m, flight date, May 31,

2008, by the State Bureau of Surveying
and Mapping and Wuhan University
(the barrier dam is shown with an inset
picture) in collaboration. The boundaries
of rivers in the quake lakes, Tangjiashan,
Mianyang city, Sichuan Province, are
shown in Figure 7, as indicated by the
green lines against the background
Radarsat imagery at a resolution of

7 m, acquired on May 17, 2008.

In addition to disaster relief efforts,
D-inSAR can also be used for scientific
research on
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earthquake.
T e Preliminary
s results derived
A from ALOS
o 4 PALSAR
A satellite

acquisition on
June 11, 2008
are released

at www.gmat.
unsw.edu.
au/LinlinGe/
Earthquake, as

Figure 8. The image showing the aftershocks, generated by
D-inSAR technology based on ALOS PALSAR sensor acquisition,
Path 477 image on 11 June 2008 1:37 Sydney Time AEST.
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shown in Figure
8, thanks to the
efforts of the
team led by

Dr Linlin Ge. Dr Ge used predicted orbit
data in order to produce and deliver the
result in NEAR REAL-TIME: 17 hours
and 46 minutes, from image capture to
results posting on web. The Japanese
ALOS PALSAR sensor acquired the Path
477 image on 11 June 2008 1:37 Sydney
Time AEST (10/06/2008 15:37:07 UTC;
10/06/2008 23:37 Bejing Time). Image
data were available to download from
ERSDAC at 11:24AM. Image data (using
predicted orbit) were downloaded to
UNSW on 11/06/2008 at 16:55. D-InSAR
results were generated on 11/06/2008 at
19:05. Post-processed D-INSAR results
were uploaded on 11/06/2008 at 19:23.

Some concluding remarks are as

follows. It has been demonstrated that
photogrammetry and remote sensing has
played a crucial role in the aftermath

of the earthquake in Wenchuan,

Sichuan. The rapid data acquisition and
information services, especially, those
featured with fully automatic, near real-
time remote sensing systems without
ground control, have contributed greatly
to the rescue work and disaster relief
efforts. The specialty of photogrammetry
and remote sensing is becoming
increasingly visible and its roles are
growingly recognized. It is important to
develop a national disaster rapid response
system that corroborates the work by
different agencies and facilitates data
and resources sharing. It is necessary to
further develop China’s National Spatial
Data Infrastructure. Moreover, it should
be on the agenda to enhance the capability
of high-resolution earth observation
systems. Last but not the least, it is
necessary to strengthen international
cooperation in spatial information
science and technology, like International
Charter and CEOSS from GEO.
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I\ MAPPING

3D mapping from space?

Neither the goals nor the procedures of 3D mapping are clearly defined yet
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LATELY we observe an amazing increase
in earth-observation platforms equipped
with ultra high-resolution imagers. With
the recent deployment of WorldView-1
we have reached the 0.5 m footprint level.
This raises the issue of 3D topo-mapping
from space, in a more pressing way than
ever before. Topo-maps of medium and
larger scales (1:50,000 and better) are still
missing in some parts of the world, in
others they are hopelessly outdated. Up-
to-date aerial images, as a traditional data
source for mapping, are not always and
everywhere available. In contrast, high-
resolution satellite images with stereo
capabilities constitute an interesting tool
for mapping and the image providers
advertise their use quite extensively.

Topo-mapping is worldwide controlled
by specifications, which may differ

from country to country. Therefore it is
difficult to give general recommendations
with respect to the question which

sensor would be feasible for which

map scale. In addition, digital mapping

is largely scale-free, which makes

the issue even more controversial.

In the literature we find many predictions
and recommendations on 3D mapping
from space, but mostly without substantial
empirical evidence. 3D mapping is very
often reduced either to the generation

of ortho-images or/and to the geo-
referencing accuracy and DTM generation
accuracy. But mapping is much more,

as we all know. 3D mapping from

satellite imagery is still a topic which
causes many misconceptions. \We hope
we can contribute with this paper to a
clarification of some of the issues.

What is 3D mapping?

A consistent definition of 3D mapping is
missing. We are well used to conventional
2D and 2.5D mapping, resulting in

an analogue map as final product. 3D

mapping however gives us many more
options, but also raises more questions.

With such new technology of digital
mapping we have to address a number
of problems, which are not necessarily
all new, but so far only sparsely

treated in R&D. Among those are:

+ 3D mapping — how does this differ
from traditional 2D and 2.5D mapping?

+ Which objects have to be mapped and
at which resolution and accuracy?

+ How should truly 3D objects be
modelled in terms of geometry,
topology and possibly also texture?

+ How should these objects be
represented in the database?

+ Digital mapping - how much
automation is currently possible?
